Emotional sound symbolism: Languages rapidly signal valence via phonemes
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Abstract: Rapidly communicating the emotional valence of stimuli (i.e., negativity or positivity) is vital for averting dangers and acquiring rewards. We therefore hypothesized that human languages signal emotions via individual phonemes (emotional sound symbolism), and more specifically that the phonemes at the beginning of the word signal its valence, as this would maximize the receiver’s time to respond adaptively. Analyzing approximately 37,000 words across five different languages (English, Spanish, Dutch, German, and Polish), we found emotional sound symbolism in all five languages, and within each language the first phoneme of a word predicted its valence better than subsequent phonemes. Moreover, given that averting danger is more urgent than acquiring rewards, we further hypothesized and demonstrated that phonemes that are uttered most rapidly tend to convey negativity rather than positivity. Thus, emotional sound symbolism is an adaptation providing an early warning system in human languages, analogous to other species’ alarm calls.
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A century ago Saussure declared that “the sign is arbitrary” (Saussure, 1916/2011), arguing that there is no inherent relation between the sound of a word and its meaning. However, subsequent studies have shown that the sounds of words are indeed systematically related to word meaning (Blasi et al., 2016). This sound symbolism was perhaps best illustrated by Köhler (1929): When shown a rounded object and an angular object, and asked which is “takete” and which is “baluma”, the vast majority of people agree that the angular object should be called “takete”. In fact, phonemes systematically convey a range of physical properties such as size and shape (Blasi et al., 2016; Köhler, 1929; Sapir, 1929) and more general syntactic categories such as nouns and verbs (Farmer, Christiansen, & Monaghan, 2006).

Sound symbolism is fundamental to language. It supported language evolution (i.e., the emergence of language), it influences language development (i.e., the emergence and persistence of words within languages), and it facilitates language learning (i.e., learning the words of a language). Regarding language evolution, humans appear biologically predisposed for sound symbolism: Chimpanzees exhibit behavioral precursors of it (Ludwig, Adachi, & Matsuzawa, 2011), preverbal infants and aphasic adults are sensitive to it (Asano et al., 2015; Meteyard et al. 2015), and it is observed across many languages (Blasi et al., 2016; Nuckolls, 1999; Perniss et al., 2010). Sound symbolism may have emerged as a physical analogy between the production of the speech sound and the meaning of the word (Imai & Kita, 2014). For instance, larger animals tend to produce less dispersed, lower pitch vocalizations (Lloyd, 2005), and by analogy, languages tend to use lower-frequency sounds to name larger objects (Sapir, 1929). Regarding language development, sound symbolism is more evident among languages with small vocabularies than with larger vocabularies, and among words learned during childhood than during adulthood (Monaghan, Shillcock, Christiansen, & Kirby, 2014). Sound symbolism also persists within and across modern languages via subtle statistical associations (Blasi et al., 2016;
Farmer et al., 2006; Monaghan et al. 2014). For instance, across thousands of languages the word denoting “dog” is relatively likely to have the /s/ phoneme and unlikely to have /t/ (Blasi et al. 2016). Regarding language learning, sound symbolism facilitates word learning (Imai, Kita, Nagumo, & Okada, 2008) and categorization (Monaghan, Christiansen, & Fitneva, 2011) by linguistically grouping words whose referents are similar. For instance, back vowels like /ɒ/ in “dog” and “hog” group together relatively large objects, whereas front vowels like /æ/ in “cat” and “ant” group together small objects (Sapir, 1929).

Current explanations attribute sound symbolism to pre-existent cognitive processes (for review see Sidhu & Pexman, 2017). For instance, sound symbolism may have emerged from the older cognitive capacities for perceiving analogy (e.g., between articulatory gesture and word meaning) or for detecting statistical associations (e.g., between sounds and objects or actions), as described above. That is, according to this spandrel account, sound symbolism is a happy consequence of prior associative and analogical skills; it is a spandrel of those previously evolved cognitive capacities. Humans (or their hominid ancestors) first developed associative and analogical skills, which provided adaptive benefits unrelated to communication. As a side-effect, communicative signals that were sound-symbolic were easier to learn, so communication systems became more sound-symbolic and could contain more distinct signals. This enabled the development of more complex communication systems that became human languages (Imai & Kita, 2014). Thus, sound symbolism occurred because words that obeyed sound symbolic regularities had a survival advantage over words that did not; and not because humans that learned or employed sound symbolic relationships well had a survival advantage over those who learned or employed them poorly.

Could sound symbolism instead have come about precisely because it provided an immediate advantage to humans that used it? We propose an alternative adaptation account, in
which sound symbolic communication of one especially important property of stimuli – emotion – was selected for due to its adaptive value. Animals communicate about many types of stimuli in their environment (Pollick & De Waal, 2007), but most fundamentally, animals communicate about dangers (e.g., predators, threats) and opportunities (e.g., food, sex), thereby supporting the fitness and survival of individuals and the species (Seyfarth & Cheney, 2003). The cognitive faculties underpinning language presumably emerged and developed in humans from this same evolutionary pressure (Pinker, 1995). At some point, only some humans had cognitive (and/or physiological) capacities that favored sound-symbolic communication systems. These humans could communicate with one another about dangers and opportunities more efficiently than other humans. Given the urgency of this emotional information for survival, especially negative danger-related information, this communicative efficiency endowed its users with a survival advantage, providing selective pressure for the perception and production of sound symbolic communication to become a property of the population as a whole. By this account, sound symbolism is an adaptation rather than a spandrel.

We test the adaptation account by investigating properties of contemporary human languages that it implies. First and most simply, given that dangers and opportunities respectively induce negative and positive affective states in the perceiver (Lindquist et al., 2012; Russell, 2003), we hypothesized that individual phonemes are statistically associated with negative and positive emotion (emotional sound symbolism). Furthermore, if emotional sound symbolism was important for our species’ survival, then it should be observed across languages. Indeed, some preliminary evidence of emotional sound symbolism has been obtained (Heise, 1966; Louwerse & Qu, in press; Thorndike, 1945), but those studies used non-random samples of words and confounded valence with lexical and/or emotional factors (e.g., word frequency, arousal) that more parsimoniously explain the observed effects (see the Discussion for further
detail). However, emotional sound symbolism might also be expected on a spandrel account as another form of sound symbolism; emotional valence is a major semantic dimension, and spandrels may be incidentally adaptive.

The adaptive urgency of communicating dangers and opportunities (Chittka, Skorupski, & Raine, 2009; Kousta, Vinson, & Vigliocco, 2009; Trimmer et al., 2008) yields two further predictions that would appear to be markers of special design for survival-linked communication, consistent with the adaptation account. To our knowledge, these have never been tested. The faster an emotional signal is received, the sooner an adaptive behavior can be executed, and hence the more likely the receiver is to reap rewards (e.g., food) and avert catastrophes (e.g., predation). Words could communicate emotions most rapidly, and hence facilitate vital responding, if the emotion-conveying phonemes were those that are perceived first (e.g., the /s/ sound in “snake”). Thus, we hypothesized that the valence of a word is best predicted by phonemes at the beginning of the word. Further, averting danger is more urgent than acquiring rewards, so negative stimuli are prioritized in human behaviors (Baumeister, Bratslavsky, Finkenauer, & Vohs, 2001; Carretié et al., 2004; Fox, Russo, Bowles, & Dutton, 2001; Smith, Cacioppo, Larsen, & Chartrand, 2003). We thus hypothesized that “fast” phonemes (i.e., those that are uttered most quickly) convey negativity, as this would maximize the listener’s time to avert potentially lethal dangers.

We used the five languages for which the largest datasets of emotion ratings for randomly sampled words are currently available for our tests of the adaptation account: English (N = 12,847 words), Spanish (N = 13,935), Dutch (N = 4270), German (N = 2900), and Polish (N = 2902). Within each language we conducted hierarchical regression analyses testing whether the individual phonemes of words (i.e., counts of each phoneme for each word) predict the emotional valence of those words, after statistically controlling important affective (i.e., arousal)
and lexical factors (i.e., word length, frequency, and contextual diversity). For comparison, we also tested for emotional sound symbolism at the level of phonetic features (i.e., place and manner of articulation for consonants, place and height for vowels, and voicing). In English, for instance, all nasal phonemes (i.e., /m/, /n/, and /ŋ/) were grouped, and other phonetic features were similarly grouped (e.g., bilabials, voiceless consonants, front vowels, etc.). We then tested whether individual phonemes predict word valence better than those general phonetic features.

Methods

Data

Within each language we first retrieved the largest available database of arousal and valence ratings, we then retrieved phonemic transcriptions and lexical control variables (word frequency and contextual diversity, both log-transformed after adding 1 to deal with zero counts), and finally we counted word length (number of letters, number of consonants, number of vowels). For generality across languages, all phonemes are transcribed using the International Phonetic Alphabet (IPA).

English. We retrieved arousal and valence ratings for 13,915 English words (Warriner, Kuperman, & Brysbaert, 2013), and we retrieved phonemic transcriptions from the Carnegie Mellon University pronouncing dictionary (CMU), hand-coding a further 152 items (mostly closed compounds, e.g., “applejack”), and word frequency and contextual diversity (Subtlex-US; Brysbaert & New, 2009) from the English Lexicon Project (ELP; Balota et al., 2007). Excluding 1068 words that did not appear in either our CMU-based transcription list or that are open compounds (e.g., “soda pop”), the final list included 12,847 words and 39 phonemes. We also retrieved pronunciation latencies for 12,595 of those words from ELP. The pronunciation task (a.k.a. naming or reading aloud) entails participants viewing single words on screen and saying them aloud as quickly as possible, and pronunciation latencies are the time from word onset to
voice onset (i.e., the initial sound of the pronunciation). Finally, an independent replication study included a set of 2820 monosyllabic words (Adelman, Marquis, Sabatos-DeVito, & Estes, 2013), which is the next-largest set of affective ratings of English words. Excluding 47 words that did not appear in either our CMU-based transcription list, this analysis included 2773 words.

**Spanish.** We retrieved arousal and valence ratings for 14,031 Spanish words (Stadthagen-Gonzalez, Imbault, Sánchez, & Brysbaert, 2016), and we retrieved phonemic transcriptions, word frequency, and contextual diversity from EsPal (Duchon et al., 2013). Excluding 96 words that did not have a phonemic transcription in EsPal, the final list included 13,935 words and 31 phonemes.

**Dutch.** We retrieved arousal and valence ratings for 4299 Dutch words (Moors et al., 2013), and we retrieved phonemic transcriptions from CELEX (Baayen, Piepenbrock, & Van Rijn, 1993) and word frequency and contextual diversity from Subtlex-NL (Keuleers, Brysbaert, & New, 2010). Excluding 29 words that did not appear in either CELEX, the final list included 4270 words and 42 phonemes.

**German.** We retrieved arousal and valence ratings for 2902 German words (Vo et al., 2009), and we retrieved phonemic transcriptions from CELEX (Baayen et al., 1993) and word frequency from Subtlex-DE (Brysbaert et al., 2011). No measure of contextual diversity was available in German. Excluding 2 words that did not appear in CELEX, the final list included 2900 words and 47 phonemes. We also retrieved pronunciation latencies for 648 of those words from Schröter and Schroeder (2017). Note that because Schröter and Schroeder investigated reading among both children and adults, their sampled words were simple and highly frequent (so that children could read them easily), but our analyses used only the pronunciation latencies by young adults (not children).
**Polish.** We retrieved arousal and valence ratings for 2902 Polish words (Riegel et al., 2015), then we constructed phonemic transcriptions following the transparent spelling-sound rules of Polish, so these were available for all words, and we retrieved word frequency and contextual diversity from Subtlex-PL (Mandera, Keuleers, Wodniecka, & Brysbaert, 2014). 36 phonemes were available for analysis in the database.

**Analyses**

Within each language we first counted the number of each phoneme that was present in each given word. In English for instance, “dog” had scores of 1 for the /d/, /ɒ/, and /ɡ/ phonemes, and had scores of 0 for the remaining 36 phonemes. This produced a 39 (phonemes) × 12,847 (words) matrix coding all phonemes of all words in our English dataset. In addition, we coded each phoneme’s position within the word (e.g., first or last phoneme) and its typical phonetic features (i.e., place and manner of articulation for consonants; place and height for vowels; voicing), and we repeated this procedure for each of the five languages.

We then conducted a series of hierarchical linear regressions separately within each language, with valence ratings as the dependent variable in all analyses unless otherwise stated. In all cases we entered word length (number of letters, number of consonants, and number of vowels), log. frequency, log. contextual diversity (except in German), and arousal in a first block, and then we entered the phonemes in a second block. This allowed us to test whether the phonemes explained a significant amount of unique variance in valence ratings after statically accounting for the control variables (i.e., length, frequency, diversity, and arousal). For instance, in English the second block of the main regression included all 39 phonemes as predictors of valence, thus revealing which phonemes are significantly associated with positive valence (positive coefficient in a weighted deviation contrast) or negative valence (negative coefficient).
All variables were centered, and hence the phoneme coefficients indicate the difference from the average phoneme.¹

Within each language we conducted the same four analyses. (i) All phonemes: The phoneme variables were counts of phoneme occurrence regardless of position within the word. (ii) Phonetic features: The phonetic feature variables were counts of inferred phonetic feature occurrences regardless of position within the word. (iii) First phoneme: The phoneme variables dummy coded whether the each given phoneme was the initial phoneme of the given word (0 = no, 1 = yes). (iv) Last phoneme: The phoneme variables dummy coded whether the each given phoneme was the final phoneme of the given word (0 = no, 1 = yes). Note that some phonemes never occurred in the first or the last position. In English for instance, the /ŋ/ phoneme (as in “thing”) never occurs as the first phoneme of a word. The first phoneme and last phoneme analyses therefore include slightly fewer phonemes than the all phonemes analyses, indicated by empty cells in Supplementary Tables 1-6.

Linguistic analyses such as this typically assume the standard α of .05 for identifying significantly predictive phonemes (e.g., Heise, 1966; Louwerse & Qu, in press; Thorndike, 1945). We also adopt this standard, because the error rate for the omnibus F-test (i.e., the $R^2$ change when adding the phoneme block to the control block) is fixed at .05, and we would not interpret the individual coefficients without a significant omnibus effect. So to be clear, the percentage of significant phonemes in each analysis reported below should be compared to the

¹ For analyses of phonemes at a particular position (e.g., first phoneme), centering the variables resulted in “simple coding”, so the phoneme coefficients indicate the difference from the average phoneme. A different type of contrast was needed to obtain a similar interpretation for analyses with phoneme counts across the whole word that both (a) were not confounded with a general effect of number of phonemes and (b) provided an independent test of each phoneme differing from the average phoneme. For each phoneme of interest, the null hypothesis that the phoneme of interest did not differ from the average phoneme was instantiated by, for each word, redistributing the count for the phoneme of interest across the other phonemes in proportion to their frequency in the language. The alternative was then tested (and coefficient derived) by including the count of the phoneme of interest as an additional variable in the model. This statistical method has no bearing on the results of the overall models reported in the main text; it merely adjusts the individual phonemes’ coefficients so that they indicate their difference from the average phoneme.
null-expected 5%. Given that our largest analysis (German language, *all phonemes*) included 47 phonemes, fewer than 2.5 phonemes in each analysis were expected to be significant by random chance alone. Nonetheless, to provide a more statistically conservative view of the data, in all tables we also identify the phonemes that remained significant even after a Bonferroni correction for family-wise error rate.

**Results**

Full results for each language, including the lexical and affective control factors entered in the first block of the regression analyses, are reported in Supplementary Tables 1-6. Here we describe our results of interest, namely, the second block of the regression analyses in which phonemes were included as predictors of word valence. Effect sizes are reported as regression coefficients indicating the relative valence of each phoneme, and $R^2$ for the phonemes’ collective effect.

*Emotional sound symbolism.* In English, phonemes collectively explained a significant amount of unique variance in valence ratings ($R^2 = 1.44\%, P < .001$), and 36% of individual phonemes were significantly negative or positive (Fig. 1), thus demonstrating emotional sound symbolism. For comparison, after statistically controlling all other factors, word length explained substantially less variance in valence ratings ($R^2 = 0.06\%$), thus revealing that the effect of phonemes on valence was relatively large. We tested the reliability and robustness of this effect in four ways. First, to test inter-item reliability, 1000 times we randomly split the word pool into halves, replicating the *all phonemes* analysis on both halves and then testing the correlation of the phonemes’ regression coefficients for each of those 1000 split-samples. This inter-item reliability was good (average $r = .52$, reliability = .68). Second, to test whether the result was due to common affixes (e.g., dis-, -est) we again replicated the *all phonemes* analysis, but including only monomorphemic words ($N = 5710$), which lack affixes. The result replicated ($R^2 = 1.19\%$,
P < .001), confirming that emotional sound symbolism was not attributable to prefixes (e.g., dis-) or suffixes (-est). Third, we also replicated the result with an independent dataset of emotion ratings for 2773 words (Adelman et al., 2013; $R^2 = 2.26\%, P < .001$). Fourth, to test inter-rater reliability, we included only the 2184 words that occurred in both the original dataset (Warriner et al., 2013) and the replication dataset (Adelman et al., 2013). We replicated the all phonemes analysis separately within both datasets, and we then tested the correlation between the phonemes’ coefficients from these two independent analyses of the same words rated by different groups of participants. This inter-rater reliability was good ($r = .86, P < .001$). Thus, in English, emotional sound symbolism was highly robust and reliable across participants, items, and datasets.

Phonemes also significantly predicted valence ratings in Spanish ($R^2 = 1.40\%, P < .001$), Dutch ($R^2 = 2.29\%, P < .001$), German ($R^2 = 2.81\%, P < .001$), and Polish ($R^2 = 4.32\%, P < .001$), and relatively high percentages of individual phonemes significantly predicted valence in Spanish (45%; Fig. 1), Dutch (21%), German (21%), and Polish (33%). These percentages are markedly higher than the 5% of phonemes that would be expected to reach significance by chance alone. See Supplementary Tables 1-6.

We also tested whether this emotional sound symbolism could be explained more parsimoniously by phonetic features such as place of articulation (e.g., linguodentals), manner of articulation (e.g., fricatives), vowel height (e.g., low vowels), voicing, and so on. Phonetic features did significantly predict word valence in English ($R^2 = 0.63\%, P < .001$), Spanish ($R^2 = 0.35\%, P < .001$), Dutch ($R^2 = 0.86\%, P = .004$), German ($R^2 = 1.65\%, P < .001$), and Polish ($R^2 = 1.79\%, P < .001$). Within each language, however, those effects of phonetics features were substantially smaller than the effects of individual phonemes reported above (see Fig. 2). Moreover, even after statistically accounting for those phonetic features (entered as a second
block in the regression), the individual phonemes (entered as a third block) still significantly predicted word valence within each language: English ($R^2 = 0.81\%$, $P < .001$), Spanish ($R^2 = 1.05\%$, $P < .001$), Dutch ($R^2 = 1.43\%$, $P < .001$), German ($R^2 = 1.15\%$, $P = .013$), and Polish ($R^2 = 2.54\%$, $P < .001$). In English, for example, /f/ is significantly positive whereas /s/ is significantly negative (see Supplementary Table 1). Simply treating them both as fricatives fails to capture this critical difference. Thus, emotional sound symbolism occurs at the level of individual phonemes rather than general phonetic features.

**Front-loading.** To examine the temporal dynamics of emotional sound symbolism within words, we also predicted valence ratings from the phonemes in a particular position within the word. First phoneme significantly predicted valence in each of the five languages: English ($R^2 = 2.14\%$, $P < .001$), Spanish ($R^2 = 1.16\%$, $P < .001$), Dutch ($R^2 = 2.12\%$, $P < .001$), German ($R^2 = 2.89\%$, $P < .001$), and Polish ($R^2 = 3.86\%$, $P < .001$). However, last phoneme significantly predicted valence only in English ($R^2 = 0.48\%$, $P < .001$), Spanish ($R^2 = 0.77\%$, $P < .001$), Dutch ($R^2 = 0.85\%$, $P = .041$), and German ($R^2 = 1.75\%$, $P < .001$), and first phoneme predicted valence better than last phoneme within each of the five languages (Fig. 3A). See Table 1 for examples in English. To examine this phoneme position effect in greater detail, we also calculated the independent contributions of each of the first five phonemes of words. That is, we calculated the $\Delta R^2$ when only the first phoneme was added to the control block, when only the second phoneme was added, and so on. Only the English ($N = 9523$ words) and Spanish ($N = 12,917$) datasets included sufficient numbers of words with at least five phonemes to support this analysis. Each phoneme position was analyzed independently, not cumulatively, so the residual variance available to-be-explained was constant across phoneme positions. Yet, the contribution of individual phonemes to the words’ valence decreased with the phonemes’ distance from the
beginning of the word (Fig. 3B). First phonemes predicted valence better than second phonemes, and so on.

The preceding analyses demonstrate that emotional sound symbolism is strongest at the beginnings of words, but they do not indicate whether this front-loading is distinctive to valence. Might front-loading be a general principle of the relation between sound and meaning? Preliminary evidence suggests not: Monaghan and Christiansen (2006) showed that the grammatical category of a word (i.e., nouns versus verbs) is better predicted by its final phonemes than by its initial phonemes. Nonetheless, we conducted another test of this hypothesis using perhaps the best known and most influential lexico-semantic property: word frequency. We replicated the preceding analyses, but with (log) word frequency as the dependent variable instead of word valence, and without contextual diversity as a control factor (due to its strong collinearity with frequency; Adelman, Brown, & Quesada, 2006). These tests were conducted in English and Spanish, the two largest datasets. After accounting for the lexical and affective control factors (length and arousal), the first phoneme of a word did significantly predict its frequency within both English ($R^2 = 0.64\%$, $P < .001$) and Spanish ($R^2 = 0.70$, $P < .001$). Crucially however, word frequency was predicted as well (or better) by the last phoneme of the word in both English ($R^2 = 0.85\%$, $P < .001$) and Spanish ($R^2 = 0.96\%$, $P < .001$). Thus, front-loading does not appear to be a general principle of sound symbolism; it appears to be a relatively distinctive property of emotional sound symbolism.

**Negative priority.** Finally, to examine temporal differences between negative and positive phonemes, we calculated the average pronunciation latency of each phoneme (i.e., the time from stimulus onset to voice onset), and used those pronunciation latencies to predict the average valence of each phoneme. Currently, English and German are the only languages for which datasets of pronunciation latencies (Balota et al., 2007; Schröter & Schroeder, 2017) contain
enough words that also have valence and arousal ratings available to support this analysis. We used each phoneme’s coefficient from the first phoneme analysis as a measure of its relative valence, because pronunciation latencies measure voice onset (i.e., time until first phoneme). Then we similarly determined each phoneme’s covariate-adjusted pronunciation latency by replicating that first phoneme analysis, but with pronunciation latencies as the dependent variable and valence ratings as an additional control variable (English: $R^2 = 48.00\%, P < .001$; German: $R^2 = 63.39\%, P < .001$). Pronunciation latencies were shorter in German than in English due to more consistent spelling-sound correspondences in German than in English, and to the use of simpler words in the German dataset (see “Data” above). We used each phoneme’s coefficient from this analysis as a measure of its relative pronunciation latency. In English, individual phonemes’ pronunciation latency significantly predicted their valence, $N = 36$, $r = .55$, $P < .001$, or $r = .34$, $P = .048$, when one outlier (/ʒ/) is excluded.² Pronunciation latency also significantly predicted valence in German, $N = 34$, $r = .42$, $P = .013$. Phonemes that are uttered quickly tend to occur at the beginning of negative words, whereas phonemes that are uttered slowly typically begin positive words (Fig. 4).

**Discussion**

Prior research has demonstrated sound symbolism for physical properties of objects and actions (e.g., size and shape; Asano et al., 2015; Blasi et al., 2016; Imai & Kita, 2014; Imai et al., 2008; Köhler, 1929; Monaghan et al., 2011; Monaghan et al., 2014; Nuckolls, 1999; Sapir, ² The negative priority hypothesis suggests that the association of first phonemes to valence is driven by the time taken to communicate these phonemes, that is, from the speaker seeing the stimulus to the hearer identifying the phoneme. Pronunciation latencies (used in the analysis reported above) are an imperfect approximation of communication times because they represent phoneme onsets, whereas the perceiver needs to hear the phoneme – not just its onset – in order to identify it. An alternative approximation therefore is the time from stimulus onset to phoneme offset (i.e., pronunciation latency plus phoneme duration). Unfortunately, such offset latencies are currently available only for 21 English consonants (Rastle, Croot, Harrington, & Coltheart, 2005). Although those offset latencies predicted the corresponding valence coefficients ($r = .32$) similarly to the analysis with pronunciation latencies, this analysis lacked the statistical power ($N = 21$) to reach significance ($P = .15$).
1929). The present research, in contrast, demonstrates sound symbolism for positive and negative emotional states. Analyzing approximately 37,000 randomly sampled words across five languages, we provide strong evidence of emotional sound symbolism that was highly reliable across words, individuals, datasets, and languages. Emotional sound symbolism was also highly specific, occurring at the level of individual phonemes rather than general phonetic features.

The observations of emotional sound symbolism in three Germanic languages (English, Dutch, and German), a Romance language (Spanish), and a Balto-Slavic language (Polish) suggest that emotional sound symbolism may be a general mechanism of the language faculty. Indeed, given that sound symbolism is generally weaker among such Indo-European languages than among most African, Asian, and South American languages (Perniss et al. 2010), we speculate that the emotional sound symbolism demonstrated here in Indo-European languages may be stronger in other language families.

We showed for the first time that emotional sound symbolism is front-loaded: (i) the very first phoneme significantly predicts the valence of the word, (ii) the farther a phoneme is from the beginning of the word, the less well it predicts its valence, and (iii) the first phoneme predicts valence better than the last phoneme within each of the five languages. Effective communication of dangers and opportunities is vital for the fitness and survival of a species (Chittka et al., 2009; Seyfarth & Cheney, 2003; Trimmer et al., 2008). This front-loading of the emotional signal appears to be a particularly efficient means of such emotional communication, especially maximizing the receivers’ time to avert dangers by communicating negative information. Notably, front-loading appears to be a relatively unique property of emotional sound symbolism, as Monaghan and Christiansen (2006) demonstrated that grammatical category is back-loaded, and we further showed that word frequency is not front-loaded either.
Finally, we also showed for the first time that emotional sound symbolism prioritizes negative valence: Phonemes that are pronounced most rapidly tend to occur at the beginning of negative words, whereas phonemes pronounced slowly tend to begin positive words. This negative priority in sound symbolism, while novel, is consistent with a broader principle of behavioral adaptation that avoiding negative outcomes is more urgent than obtaining positive outcomes (Baumeister et al., 2001): Evolutionary arms races are asymmetrical between predators gaining food and prey avoiding death (Dawkins, 1982); losses loom larger than gains in risky choice (Kahneman & Tversky, 1979); and negative stimuli capture attention earlier and hold attention longer than other stimuli (Carretie et al., 2004; Fox et al., 2001). This preferential attention to negative stimuli, known as automatic vigilance, can have divergent effects on word processing and judgment. In tasks akin to alarm signaling, such as judging whether a word is negative or positive, negative words evoke faster responding than positive words. However, in tasks for which valence is irrelevant, such as lexical decisions, negative words instead evoke slower responding (Estes & Verges, 2008). The reading aloud task is particularly interesting in this regard. On one hand, reading aloud resembles an alarm calling task. But on the other hand, reading aloud studies are nowadays typically conducted in such a way to prevent alarm calling: The participant is alone at a computer, in a sterile laboratory setting, with nobody listening. In this context, negative words evoke slower responding than positive words (Estes & Adelman, 2008-a, 2008-b; Kuperman et al., 2014). Thus collectively the past and present studies suggest that negative phonemes are uttered more rapidly, but negative words may only be pronounced more rapidly in contexts that evoke alarm signaling. When the context prevents alarm signaling,

---

3 One could argue that it is not valence per se that matters for adaptive responding, but rather an interaction of valence and arousal (e.g., Robinson et al., 2004), such that highly arousing negative stimuli (e.g., “snake”) are behaviorally prioritized but low-arousal negative stimuli (e.g., “coffin”) are not. We additionally tested such an interaction model of emotional sound symbolism, but because the evidence for this model was inconclusive, full details of the analysis are reported as Supplementary Materials.
the negative valence distracts the responder’s attention from the task at hand, thus slowing responses to negative words. Though speculative, this account shows that negative advantages and disadvantages could be understood within a single framework (whose details are yet to be confirmed).

Recently Louwerse and Qu (in press) found that nasal phonemes as the first consonant (e.g., “unable”) predict negative valence in English, German, and Dutch but positive valence in Chinese. Our study provides important theoretical advances beyond Louwerse and Qu’s study. Most importantly, our study provides greater explanatory power. Because their analyses were exploratory, they lacked theoretical predictions or explanations of why or how phonetic features might predict valence. In contrast, we developed a theory of sound symbolism based on language evolution and adaptive behavior, which led us not only to predict emotional sound symbolism, but also to generate two novel hypotheses about the front-loading and negative priority of emotional phonemes. A second critical difference is that our study has both greater specificity and greater generality. Louwerse and Qu examined general phonetic features, whereas we showed that emotional sound symbolism is better explained by specific phonemes. At the same time, our analyses are also more general: Whereas they identify a single phonological feature (i.e., nasals as the first consonant) that predicts valence, we identify dozens of phonemes that predict valence.

Our study also provides fundamental methodological improvements. For instance, Louwerse and Qu (in press) analyzed non-random samples of words. Using an “extreme samples” approach, they excluded the 60% of words in the middle of the valence range, thereby substantially reducing the sample size and limiting the generalizability of the results. We instead analyzed, in their entirety, the largest available samples of randomly selected words. Moreover, Louwerse and Qu did not control for word length, frequency, or arousal, all of which correlate
with valence (e.g., Kuperman et al., 2014), and any of which thus may account for their observed effect. In contrast, our analyses first accounted for these control factors, and only then did we test whether phonemes predicted any residual variance in valence ratings. Louwerse and Qu also did not account for morphological redundancy in their analyses (e.g., “unable”, “unfit”, “unkind”, “unwell” etc.), and indeed this appears to explain their effect. In contrast, we included additional analyses of monomorphemic words only, thereby eliminating morphological redundancy, and our results replicated. In sum, the present research contributes a well-specified theoretical model with novel predictions and high explanatory power, and uses larger and more representative samples with better controlled and more robust analyses to provide more specific, more general, and more generalizable insights about emotional sound symbolism.

The prevailing account explains sound symbolism as a side-effect of other, pre-existing cognitive faculties (Imai & Kita, 2014; Monaghan et al., 2014; Perniss & Vigliocco, 2014) such as analogy and generalization (see Sidhu & Pexman, 2017). Particular sounds become associated with specific physical properties by analogy (e.g., large objects make low-pitched sounds) and/or generalization (e.g., small objects tend to be named with the /æ/ sound). Humans possessed these general cognitive faculties (i.e., analogy and generalization), which then supported the emergence of sound symbolism and eventually language.

Further analyses show that Louwerse and Qu’s finding that initial nasal consonants are negative in English, Dutch, and German is attributable to negating prefixes such as “in-” and “un-” in English and German and “on-” in Dutch. To begin with, our analyses show that nasal phonemes in the first position of the word (e.g., “nose”) do not predict valence in English (Table 1), Dutch (Supplementary Table S4), or German (Supplementary Table S5). Rather, /n/ in the second position within the word predicts valence, but /m/ does not. Louwerse and Qu’s finding thus arises from the fact that negating prefixes in Germanic languages frequently contain /n/ in the second position, such as “inedible” and “unable”. Louwerse and Qu additionally report three behavioral experiments in which native Dutch speakers evaluated words with a nasal or a non-nasal phoneme in the first position. Unfortunately in their Experiments 1 and 2 the response key to indicate negativity (the M key) itself denotes a nasal phoneme. Thus these experiments show that Dutch speakers are more likely to evaluate words with initial nasals (e.g., “meat”) by pressing a nasal key (M) than a non-nasal key (Z key). In their Experiment 3 Dutch speakers showed no effect of initial nasals on valence judgments. Thus Louwerse and Qu provide no clear evidence that initial nasals are associated with negativity in Germanic languages (see their paper for evidence of a positive association in Chinese).
We propose a more radical account that instead explains sound symbolism as an adaptation. We argue that sound symbolism for affective information directly improved our species’ adaptive fitness by providing two important advantages for communicators: By phonologically contrasting dangers and opportunities, emotional sound symbolism (i) reduces potentially fatal miscommunications and (ii) facilitates rapid responding to vital stimuli, especially dangers. Given our evidence that certain phonemes signal potential danger and others signal opportunity, the receiver is less likely to confuse dangers with opportunities. Moreover, because the very first phoneme predicts the valence of the word, the receiver can prepare and initiate an adaptive response even before the word and its referent are fully identified. Furthermore, because negative phonemes are pronounced more rapidly than positive phonemes, the receiver gains maximum time to avert potentially fatal dangers, which is more urgent than acquiring rewards (Baumeister et al. 2001; Fox et al., 2001). The spandrel view could simply explain the occurrence of emotional sound symbolism in the same way it explains sound symbolism for size and shape: by exaptation from analogy and/or generalization. Notably, however, the spandrel view fails to predict or explain the temporal characteristics of emotional sound symbolism that we demonstrated.

Our view that (emotional) sound symbolism is an adaptation implies that some cognitive (or physiological) change occurred in human capacities. This could be as simple as a specific bias to learn sound symbolic structures in communication systems or an improvement in generalization ability that was favored because it produces emotional sound symbolism. However, a more substantial change may have been involved. In particular, the adaptive value of emotional sound symbolism relies on phonemes. Emotional sound symbolism produces an alarm signaling system that has an efficiency advantage via negative priority. This is possible because phonemes are short, and can combine to produce different signals with the same beginning. By
contrast, there is limited evidence for phoneme-like combinatorial abilities in non-human species, only with elements that are syllable-like in duration and content (Engesser et al., 2015). As such, we conjecture that the efficiency advantage given by emotional sound symbolism may have been the specific adaptive advantage in communication that produced a selection pressure for humans to perceive and produce phonemes.
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Table 1. The first phoneme of a word predicts the word’s valence in English, after controlling for lexical and affective factors (i.e., word length, frequency, contextual diversity, and arousal). Example words are representative of the given phoneme’s valence (e.g., positive phonemes are exemplified with positive words). Significant predictors ($P < .05$) are in bold font, and those that remained significant after Bonferroni correction are also italicized.

<table>
<thead>
<tr>
<th>First Phoneme</th>
<th>Example</th>
<th>Valence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$:</td>
<td>awe</td>
<td>0.20</td>
</tr>
<tr>
<td>$\alpha$:</td>
<td>at</td>
<td>0.01</td>
</tr>
<tr>
<td>$\lambda$:</td>
<td>ugly</td>
<td>-0.24</td>
</tr>
<tr>
<td>$\sigma$:</td>
<td>ought</td>
<td>0.08</td>
</tr>
<tr>
<td>$\alpha$:</td>
<td>ounce</td>
<td>0.07</td>
</tr>
<tr>
<td>$\alpha$:</td>
<td>idea</td>
<td>0.38</td>
</tr>
<tr>
<td>$\beta$:</td>
<td>bag</td>
<td>-0.01</td>
</tr>
<tr>
<td>$\ddot{\text{i}}$:</td>
<td>cheer</td>
<td>0.40</td>
</tr>
<tr>
<td>$\delta$:</td>
<td>die</td>
<td>-0.49</td>
</tr>
<tr>
<td>$\varepsilon$:</td>
<td>enjoy</td>
<td>0.38</td>
</tr>
<tr>
<td>$\varepsilon$:</td>
<td>earth</td>
<td>0.54</td>
</tr>
<tr>
<td>$\epsilon$:</td>
<td>ape</td>
<td>-0.10</td>
</tr>
<tr>
<td>$\gamma$:</td>
<td>fun</td>
<td>0.14</td>
</tr>
<tr>
<td>$\gamma$:</td>
<td>good</td>
<td>0.12</td>
</tr>
<tr>
<td>$\hbar$:</td>
<td>hate</td>
<td>-0.13</td>
</tr>
<tr>
<td>$\iota$:</td>
<td>ill</td>
<td>-0.21</td>
</tr>
<tr>
<td>$\iota$:</td>
<td>emu</td>
<td>0.34</td>
</tr>
<tr>
<td>$\ddot{d}_{3}$:</td>
<td>joy</td>
<td>0.31</td>
</tr>
<tr>
<td>$\kappa$:</td>
<td>cap</td>
<td>0.06</td>
</tr>
<tr>
<td>$\lambda$:</td>
<td>lid</td>
<td>0.12</td>
</tr>
<tr>
<td>$\mu$:</td>
<td>mat</td>
<td>-0.02</td>
</tr>
<tr>
<td>$\nu$:</td>
<td>net</td>
<td>0.04</td>
</tr>
<tr>
<td>$\omicron$:</td>
<td>odor</td>
<td>-0.41</td>
</tr>
<tr>
<td>$\omicron$:</td>
<td>oily</td>
<td>-0.78</td>
</tr>
<tr>
<td>$\rho$:</td>
<td>peace</td>
<td>0.12</td>
</tr>
<tr>
<td>$\rho$:</td>
<td>rug</td>
<td>0.03</td>
</tr>
<tr>
<td>$\sigma$:</td>
<td>stem</td>
<td>0.04</td>
</tr>
<tr>
<td>$\varphi$:</td>
<td>shake</td>
<td>-0.18</td>
</tr>
<tr>
<td>$\tau$:</td>
<td>tin</td>
<td>-0.04</td>
</tr>
<tr>
<td>$\theta$:</td>
<td>three</td>
<td>0.10</td>
</tr>
<tr>
<td>$\upsilon$:</td>
<td>oodles</td>
<td>0.42</td>
</tr>
<tr>
<td>$\upsilon$:</td>
<td>victory</td>
<td>0.21</td>
</tr>
<tr>
<td>$\omega$:</td>
<td>wall</td>
<td>0.00</td>
</tr>
<tr>
<td>$j$:</td>
<td>unique</td>
<td>0.37</td>
</tr>
<tr>
<td>$z$:</td>
<td>zoo</td>
<td>0.72</td>
</tr>
<tr>
<td>$\zeta$:</td>
<td>genre</td>
<td>1.02</td>
</tr>
</tbody>
</table>
Fig. 1. Individual phonemes predict word valence. Each phoneme is plotted with a vertical position defined by the regression coefficient predicting word valence (higher phonemes are more positive) and a horizontal position defined by the precision of this coefficient (1/SE; phonemes to the right have more precise estimates of their valence). Phonemes within the dark regions are individually significant predictors of word valence ($p < .05$), and the intermediate-shaded region is $.1 > p > .05$. Fewer than two phonemes within each language were expected to reach significance by chance alone. Results are illustrated for phonemes in English and Spanish, the two largest datasets with the most precise valence estimates.
Fig. 2. Individual phonemes predict word valence better than general phonetic features. Effect size ($\Delta R^2$ when phonemes or features are added to control block) of individual phonemes and phonetic features as predictors of the word’s valence rating within each language.
**Fig. 3. Phonemes at the beginning of the word predict valence most strongly.** (A) Effect size ($\Delta R^2$ when phonemes are added to control block) of the first phoneme and the last phoneme of the word as predictors of the word’s valence rating within each language. (B) Effect size of the first five phonemes of the word as predictors of the word’s valence rating among English ($N = 9523$) and Spanish ($N = 12,917$) words with at least five phonemes. Note that each phoneme position was analyzed independently, not cumulatively, so the residual variance available to-be-explained was constant across phoneme positions.
Fig. 4. Negative phonemes are pronounced more rapidly than positive phonemes. Results are illustrated for phonemes in English ($r = .34$) and German ($r = .42$) because these are the only languages for which sufficiently large and overlapping datasets of pronunciation latencies and emotion ratings are currently available. Note that one outlying phoneme is excluded from the English illustration; when it is included, the effect is stronger ($r = .55$).
Supplementary Table 1. Contribution of phonemes to predicting valence in English. Significant predictors ($P < .05$) are in bold font, and those that remained significant after Bonferroni correction are also italicized.
<table>
<thead>
<tr>
<th>Predictor</th>
<th>B</th>
<th>t</th>
<th>p</th>
<th>B</th>
<th>t</th>
<th>p</th>
<th>B</th>
<th>t</th>
<th>p</th>
<th>B</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>cent(Arousal)</td>
<td>-0.284</td>
<td>23.252</td>
<td>.000</td>
<td>-0.289</td>
<td>-16.457</td>
<td>.000</td>
<td>-0.286</td>
<td>-23.529</td>
<td>.000</td>
<td>-0.287</td>
<td>-23.496</td>
<td>.000</td>
</tr>
<tr>
<td>cent(Length)</td>
<td>0.042</td>
<td>2.852</td>
<td>.004</td>
<td>0.037</td>
<td>1.553</td>
<td>.121</td>
<td>0.049</td>
<td>3.946</td>
<td>.000</td>
<td>0.060</td>
<td>4.601</td>
<td>.000</td>
</tr>
<tr>
<td>cent(LgCD)</td>
<td>-0.281</td>
<td>2.931</td>
<td>.003</td>
<td>-0.396</td>
<td>-3.360</td>
<td>.001</td>
<td>-0.229</td>
<td>-2.399</td>
<td>.016</td>
<td>-0.334</td>
<td>-3.469</td>
<td>.001</td>
</tr>
<tr>
<td>cent(LgWF)</td>
<td>0.672</td>
<td>7.652</td>
<td>.000</td>
<td>0.783</td>
<td>7.370</td>
<td>.000</td>
<td>0.622</td>
<td>7.106</td>
<td>.000</td>
<td>0.716</td>
<td>8.106</td>
<td>.000</td>
</tr>
<tr>
<td>cent(Ncons)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>-0.037</td>
<td>-2.472</td>
<td>.013</td>
<td>-0.040</td>
<td>-2.508</td>
<td>.012</td>
</tr>
<tr>
<td>cent(NNoves)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.051</td>
<td>2.568</td>
<td>.010</td>
<td>0.009</td>
<td>0.413</td>
<td>.680</td>
</tr>
</tbody>
</table>

Control Block R²: 7.82% | 10.71% | .000 | 7.82% | .000 | 7.82% | .000 |

Phonemes ΔR²: 1.44% | 1.18% | .000 | 2.15% | .000 | 0.48% | .000 |
**Supplementary Table 2.** Contribution of phonemes to predicting valence in English (replication study). Significant predictors ($P < .05$) are in bold font, and those that remained significant after Bonferroni correction are also italicized.
<table>
<thead>
<tr>
<th>Predictor</th>
<th>B</th>
<th>t</th>
<th>p</th>
<th>B</th>
<th>t</th>
<th>p</th>
<th>B</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>cent(Arousal)</td>
<td>-0.559</td>
<td>-17.361</td>
<td>0.000</td>
<td>-0.589</td>
<td>-16.372</td>
<td>0.000</td>
<td>-0.274</td>
<td>-9.902</td>
<td>0.000</td>
</tr>
<tr>
<td>cent(Length)</td>
<td>-0.021</td>
<td>-0.533</td>
<td>0.594</td>
<td>-0.074</td>
<td>-1.564</td>
<td>0.118</td>
<td>-0.079</td>
<td>-1.601</td>
<td>0.110</td>
</tr>
<tr>
<td>cent(LgCD)</td>
<td>-0.101</td>
<td>-0.854</td>
<td>0.393</td>
<td>-0.461</td>
<td>-2.599</td>
<td>0.009</td>
<td>-0.359</td>
<td>-1.945</td>
<td>0.052</td>
</tr>
<tr>
<td>cent(LgWF)</td>
<td>0.361</td>
<td>3.587</td>
<td>0.000</td>
<td>0.759</td>
<td>4.950</td>
<td>0.000</td>
<td>0.733</td>
<td>4.601</td>
<td>0.000</td>
</tr>
<tr>
<td>Vowels</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Consonants</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Control Block R²:</td>
<td>14.72%</td>
<td>0.000</td>
<td>16.68%</td>
<td>0.000</td>
<td>11.96%</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Phonemes ∆R²:
- ad: 2.27% 0.001
- ae: 2.83% 0.000
- aʊ: 2.57% 0.004
- ɑː: 0.43
- ɔː: 0.72
- θ: 0.29
- j: 0.29
- ñ: 0.36
- n: 0.36
- ñ: 0.44
- ñ: 0.53
- p: 0.16
- r: 0.16
- s: 0.16
- t: 0.16
- θ: 0.27
- u: 0.27
- v: 0.27
- w: 0.27
- z: 0.27
- ŋ: 0.16
### Supplementary Table 3. Contribution of phonemes to predicting valence in Spanish.

Significant predictors ($P < .05$) are in bold font, and those that remained significant after Bonferroni correction are also italicized.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>All Phonemes</th>
<th>First Phoneme Only</th>
<th>Last Phoneme Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>t</td>
<td>p</td>
</tr>
<tr>
<td>cent(Arousal)</td>
<td>-0.742</td>
<td>-72.110</td>
<td>.000</td>
</tr>
<tr>
<td>cent(Length)</td>
<td>-0.176</td>
<td>-5.193</td>
<td>.000</td>
</tr>
<tr>
<td>cent(LgCD)</td>
<td>0.760</td>
<td>5.917</td>
<td>.000</td>
</tr>
<tr>
<td>cent(LgWF)</td>
<td>-0.151</td>
<td>-1.599</td>
<td>.110</td>
</tr>
<tr>
<td>cent(Ncons)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>cent(Nvows)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>cent(NTones)</td>
<td>0.187</td>
<td>7.044</td>
<td>.000</td>
</tr>
<tr>
<td>cent(Nwfs)</td>
<td>0.226</td>
<td>7.305</td>
<td>.000</td>
</tr>
</tbody>
</table>

Control Block $R^2$: 29.49% .000 29.49% .000 29.49% .000
### Supplementary Table 4. Contribution of phonemes to predicting valence in Dutch.

Significant predictors ($P < .05$) are in bold font, and those that remained significant after Bonferroni correction are also italicized.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>All Phonemes</th>
<th>First Phoneme Only</th>
<th>Last Phoneme Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>t</td>
<td>p</td>
</tr>
<tr>
<td>cent(Arousal)</td>
<td>-0.028</td>
<td>-1.430</td>
<td>.153</td>
</tr>
<tr>
<td>cent(Length)</td>
<td>-0.031</td>
<td>-1.219</td>
<td>.223</td>
</tr>
<tr>
<td>cent(LgCD)</td>
<td>-0.545</td>
<td>-3.891</td>
<td>.000</td>
</tr>
<tr>
<td>cent(LgWF)</td>
<td>0.658</td>
<td>5.203</td>
<td>.000</td>
</tr>
<tr>
<td>cent(Ncons)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>cent(Nvows)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>First Phoneme Only</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last Phoneme Only</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control Block $R^2$</td>
<td>2.79%</td>
<td>.000</td>
<td>2.79%</td>
</tr>
<tr>
<td>Phonemes $\delta R^2$</td>
<td>2.32%</td>
<td>.000</td>
<td>2.14%</td>
</tr>
</tbody>
</table>
### Supplementary Table 5. Contribution of phonemes to predicting valence in German.

Significant predictors ($P < .05$) are in bold font, and those that remained significant after Bonferroni correction are also italicized.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>All Phonemes</th>
<th>First Phoneme Only</th>
<th>Last Phoneme Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
<td>$t$</td>
<td>$p$</td>
</tr>
<tr>
<td>Arousal</td>
<td>-0.925</td>
<td>-31.330</td>
<td>.000</td>
</tr>
<tr>
<td>Length</td>
<td>-0.043</td>
<td>-1.214</td>
<td>.225</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.139</td>
<td>13.779</td>
<td>.000</td>
</tr>
<tr>
<td>Consonants</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Vowels</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Control Block R²:</td>
<td>27.58%</td>
<td>.000</td>
<td>27.58%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control Block</th>
<th>$R^2$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Phonemes</td>
<td>0.928</td>
</tr>
<tr>
<td>First Phoneme Only</td>
<td>0.900</td>
</tr>
<tr>
<td>Last Phoneme Only</td>
<td>0.920</td>
</tr>
</tbody>
</table>

Phonemes $\Delta R^2$: 2.68% .000 2.73% .000 1.82% .000

---

**Notes:**
- Phonemes in bold font indicate significant predictors ($P < .05$) after Bonferroni correction.
- Italicized phonemes remained significant after Bonferroni correction.
- All other phonemes are not significant.

---

**Phonemes:**
- $\Delta$
- $\theta$
- $\phi$
- $\psi$
- $\tau$
- $\upsilon$
- $\varsigma$
- $\zeta$

**Arousal Phonemes:**
- $\alpha$
- $\alpha$
- $\beta$
- $\beta$
- $\gamma$
- $\gamma$
- $\delta$
- $\delta$
- $\epsilon$
- $\epsilon$
- $\zeta$
- $\eta$
- $\iota$
- $\kappa$
- $\lambda$
- $\mu$
- $\nu$
- $\xi$
- $\pi$
- $\rho$
- $\sigma$
- $\tau$
- $\upsilon$
- $\varsigma$
- $\zeta$

**Consonants:**
- $\alpha$
- $\alpha$
- $\beta$
- $\alpha$
- $\alpha$
- $\alpha$
- $\beta$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
- $\alpha$
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### Supplementary Table 6. Contribution of phonemes to predicting valence in Polish.

Significant predictors ($P < .05$) are in bold font, and those that remained significant after Bonferroni correction are also italicized.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>All Phonemes</th>
<th>First Phoneme Only</th>
<th>Last Phoneme Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
<td>$t$</td>
<td>$p$</td>
</tr>
<tr>
<td>cent(Arousal)</td>
<td>-0.289</td>
<td>-6.945</td>
<td>.000</td>
</tr>
<tr>
<td>cent(Length)</td>
<td>-0.094</td>
<td>-0.994</td>
<td>.320</td>
</tr>
<tr>
<td>cent(LgWF)</td>
<td>2.555</td>
<td>2.437</td>
<td>.015</td>
</tr>
<tr>
<td>cent(LgCD)</td>
<td>0.204</td>
<td>5.699</td>
<td>.000</td>
</tr>
<tr>
<td>cent(Ncons)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>cent(Nows)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Control Block $R^2$: 4.70% .000 4.70% .000 4.70% .000

**Phonemes $\Delta R^2$:** 4.28% .000 4.03% .000 0.91% .703
Supplementary Materials: Testing an Interaction Model

Emotion is experienced on two basic dimensions of valence (negative/positive) and arousal (calming/exciting; Lindquist et al., 2012; Russell, 2003). Our analyses in the main text include arousal as a control factor, thereby isolating the relation between phonemes and valence, because our adaptive view of sound symbolism emphasizes the urgency of negative valence. However, some have argued that valence and arousal have interactive effects, such that highly arousing negative words (e.g., “snake”) are especially prioritized because they represent survival threats (Robinson et al., 2004). Unarousing negative words (e.g., “coffin”), in contrast, are nonthreatening and therefore may not be prioritized. Below we report a basic test of this interaction model, but first we consider the relation between valence and arousal and its implication for model testing.

Valence and arousal are negatively correlated. The relationship is actually U-shaped, with negative and positive stimuli tending to be high in arousal and neutral stimuli tending to be low in arousal. However, the U is not symmetric, so there is a significant linear correlation. Given this relation between valence and arousal, it is invalid to make claims about valence without controlling arousal, and vice versa. This is a critical limitation of prior studies on emotional sound symbolism (e.g., Heise, 1966; Louwerse & Qu, in press; Thorndike, 1945), all of which make claims about valence without controlling arousal. In contrast, by controlling arousal in our analyses, we ruled out this potential confound. Rather than controlling arousal, another approach is to vary it and examine its effects. This is essentially what the interaction model proposes, namely, that the interaction of valence and arousal is more important than valence alone. Studies of word recognition and memory do not support this interaction model, as valence and arousal instead have independent, non-interacting influences (Adelman & Estes, 2013; Estes &
Essentially, the theoretical rationale against the interaction model is that (a) negative low-arousal stimuli are rare, and (b) there is little cost to over-reacting to those stimuli, so the adaptive behavior is to respond strongly to all negative stimuli regardless of their arousal level.

Nonetheless, to test this interaction model in the context of emotional sound symbolism, we created a new dependent variable representing the interaction of valence and arousal. Specifically, we reverse-coded valence and multiplied it with arousal, so that high scores indicate highly arousing negative stimuli, and then we tested whether phonemes predicted that interaction score. We used first phoneme (English language) because it is the most important from the adaptive perspective, and we used the same control variables as our other analyses. We also added valence as a control factor in order to avoid misattributing the phonemes’ influence on valence per se to their influence on the interaction of valence and arousal. Although the phonemes significantly predicted the interaction variable as a block, $F(35, 12804) = 2.90, P < .001$, the pattern of the eight phonemes that reached significance was not consistent with the conceptual model underlying the interaction hypothesis. If highly-arousing negative items drive effects, then the interaction should be significant in the positive direction for phonemes that are negative in valence on the average. Four of the phonemes that reached significance in the interaction analyses were significant in the valence analysis, and these were associated with negative valence, but of these two had positive interactions and two had negative interactions. Thus, there was minimal evidence for an interaction (i.e., significant at the block level) but not consistently in the predicted direction. As such, this interaction model is not theoretically informative in the manner of the simpler valence-only model described throughout the main text (see also Adelman & Estes, 2013; Estes & Adelman, 2008-a, 2008-b; Kuperman et al., 2014).
the other hand, the significant block-level effect suggests there may be some merit to investigating this alternative model further in future research.
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